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Abstract

When economic conditions improve, more people enter the labour force. Understanding the nature of this cyclical relationship between participation and economic activity is important for determining the amount of slack in the labour market and predicting how the economy will respond to changes in economic conditions. The participation rates of young people, 25–54-year-old females and older males are the most responsive to changes in economic conditions. If the participation rate did not adjust, expansions would be more inflationary, while recessions would be more disinflationary and lead to larger increases in involuntary unemployment.
Introduction

The labour force participation rate records the number of people in employment or looking for work as a share of the total working-age population. Over recent decades, the participation rate trended up and is currently a little under 66 per cent of the working-age population (Graph 1). Much of this rise reflects long-term behavioural shifts, such as the increasing tendency of women to stay in the labour force throughout their working lives and older workers to retire later.\[1\]
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In the shorter run, the participation rate varies considerably around this long-run trend. Between 1990 and 1993 the participation rate fell by 1¾ percentage points as the economy entered recession. More recently, between late 2016 and the middle of 2018, a period of strong employment growth, the participation rate rose by 1 percentage point.

Short-run movements in the participation rate can occur for a number of reasons. Long-term behavioural shifts may not play out smoothly over time. There may be measurement error or ‘noise’ in the data. And the participation rate may have a cyclical component, reflecting a tendency for people to enter or leave the workforce as economic conditions and employment opportunities improve or deteriorate. Understanding this cyclical component – which can be thought of as the labour supply response to changes in the demand for labour – is important because it can help us to assess the amount of spare capacity in the labour market. The extent of spare capacity has
implications for the outlook for wages growth and inflation as the labour market adjusts to shifts in demand.

This article explores the cyclical behaviour of the participation rate in three ways. First, we investigate whether the participation rate has a cyclical component at an aggregate level by identifying the relationship between short-run movements in the participation rate and the economic cycle. Second, we delve into the detailed labour force data to identify the groups in the labour force whose participation rates are the most sensitive to economic conditions, and consider whether this relationship has changed over time. Third, we use the RBA’s macroeconomic model, MARTIN, to explore the macroeconomic consequences of cyclical variation in labour force participation.

We report three key findings. First, the participation rate has a large and economically meaningful cyclical component. At an annual frequency, around 40 per cent of a cyclical increase in employment is typically met by a rise in the labour force participation rate. Second, the cyclical sensitivity of labour force participation varies across the community, with young people, 25–54-year-old females and older males being the most likely groups to enter or leave the labour force in response to changes in economic conditions. Third, changes in the participation rate are an important shock absorber for the economy. Without them, booms would be more inflationary and downturns would be more disinflationary and lead to larger increases in involuntary unemployment.

Is There Evidence of a Cyclical Participation Rate at an Aggregate Level?

Our first set of results document the existence of a cyclical component of the participation rate at an aggregate level. To do so, we need to distinguish cyclical movements in the participation rate from structural ones. An increase in the participation rate is cyclical if stronger economic conditions encourage more people to enter or stay in the workforce. Structural increases in the participation rate relate to longer-term or supply-side factors, for example, if longer lifespans lead to an increase in the average age at which people retire. We investigate this question in two ways. First, we graph the relationship between the participation rate and other labour market variables over short horizons, over which cyclical factors are likely to account for a larger share of movement than structural factors. We then confirm these results in a more formal setting with the aid of a small model that uses statistical techniques to distinguish between cyclical and structural influences on the participation rate.

If cyclical factors matter, we would expect the participation rate to rise alongside an increase in employment over relatively short timeframes. The top panel of Graph 2 plots the relationship
between year-ended changes in the participation rate and in the number of people in work expressed as a proportion of the total working-age population (the employment-to-population ratio) over the past four decades. Each dot shows the relationship at a single point in time. The line shows the average relationship between the two series, determined by fitting a linear trend to the individual observations. Over the long run, we expect to see a positive relationship between the two series, as a structural increase in the share of the population in employment is likely to be accompanied by a rise in the participation rate. While this effect would also be evident to a degree at an annual frequency, changes in economic conditions are likely to account for most changes in the employment-to-population ratio at this frequency. The fact that we observe a positive short-run relationship between the two series is consistent with at least some of the movement in the participation rate reflecting cyclical factors.

Another way to gauge the extent to which changes in the participation rate are cyclical is to examine the co-movement between the participation rate and the unemployment rate (middle panel of Graph 2). The persistent component of the unemployment rate – the Non-Accelerating Inflation Rate of Unemployment (NAIRU) – can be reasonably assumed to evolve slowly over time. Therefore most short-run movements in the unemployment rate reflect economic conditions – the unemployment rate tends to fall during economic expansions and rise during downturns. Because of this, movements in the participation rate that reflect cyclical factors will tend to have a negative relationship with the unemployment rate. In contrast, increases in the participation rate that reflect structural factors are likely to be associated with rises in the unemployment rate if it takes more time for new labour force entrants to find employment.

The participation rate moves less closely with the unemployment rate than it does with the employment-to-population ratio. But, on average, the relationship is negative. That is, at an annual frequency, cyclical forces appear to dominate and improvements in economic conditions that lead to falls in the unemployment rate are associated with rises in the participation rate.
The relationships in the top two panels of Graph 2 are not mechanical. For example, over short horizons, changes in the employment-to-population ratio could, in principle, be met entirely by changes in the number of people who are unemployed, rather than by increases in participation. The bottom panel of Graph 2 shows that the relationship between changes in the unemployment rate and changes in the employment-to-population ratio is extremely close. Nonetheless, the unemployment rate typically does not move by enough to fully account for changes in the employment-to-population ratio. Taking the regression lines from the three panels of Graph 2 together suggests that, on average, 40 per cent of a cyclical increase in the employment-to-population ratio will be met by an increase in the participation rate, with the remainder coming from a fall in the unemployment rate. This rule of thumb appears to have been remarkably stable.
over the past four decades, despite increasing labour market flexibility and a large decline in
macroeconomic volatility over this period.

Using a statistical model to uncover the trend and cyclical components

The relationships in Graph 2 suggests that there is a cyclical component of the participation rate. We
use a statistical model to confirm these results more formally. Our model consists of equations that
‘explain’ the level of GDP per capita, the unemployment rate and the participation rate (see
Appendix A for details). We model each of these variables as a combination of a persistent, or trend,
component and a cyclical component. The trends, which can loosely be thought of as the level of
potential output, the NAIRU and the trend participation rate, are independent of each other. The
cycle, however, is common (although we allow the data to determine the extent to which the
unemployment and participation rates are correlated with the economic cycle).

Uncovering the cyclical component of the participation rate involves two steps – estimation and
inference. The estimation step determines the parameter values that best explain the behaviour of
GDP, the unemployment rate and the participation rate. In principle, the estimation step could
reveal that the participation rate is entirely driven by structural factors. In practice, the results point
strongly to a large and statistically significant response of the participation rate to the business cycle.
A one per cent increase in the cyclical component of GDP leads to a 0.4 percentage point increase in
the participation rate over the following two quarters. The size of this response is consistent with the
graphical evidence presented in Graph 2.

In the inference step, we use a technique known as the Kalman filter to determine the structural and
cyclical components of the participation rate over time (Graph 3). This step allows us to gauge
whether the cyclical component of the participation rate estimated by the statistical model is
economically meaningful and tracks the economic cycle in a plausible way. The solid line in Graph 3
shows the model's estimate of the most likely values of the trend and cyclical components of the
participation rate at each point in time. The shaded areas are 95 per cent probability intervals, which
convey a sense of the uncertainty around the central estimate.
The results in Graph 3 confirm that the upward trend in the participation rate over recent decades has largely reflected structural factors. But, at times, the cyclical deviation from the trend component has been large. For example, during the recessions of the early 1980s and 1990s, the participation rate was around 0.75 percentage points below its long-run trend. The results suggest that the participation rate rose above its long run trend during the mid 2000s as rising commodity prices and the rapid expansion of the resources sector brought more people into the labour market. More recently, the participation rate is estimated to have been slightly below its long-run trend in recent years, which suggests there has been spare capacity in the labour market. The estimates suggest that the pick-up in the participation rate in the past year or so reflects both structural and cyclical factors, although it should be noted that estimates of the trend and cyclical components at the end of the sample are prone to revision as new data become available.

Whose Labour Force Participation Is Most Cyclically Sensitive?

The previous section described the cyclical behaviour of labour force participation across the economy as a whole. We now look at whether certain segments of the population differ in their ability and willingness to enter or leave the labour force in response to changing economic conditions.

As in the previous section, we need a way to separate the cyclical, demand-driven components of labour force participation from the longer-run, structural supply-driven components. Without a way
to identify the cyclical components, our estimates of the response of the participation rate to changes in economic conditions would be too large because they would also include the effect of the supply-driven components. Our approach makes use of cross-state variation in labour market conditions by industry. This approach relies on three assumptions. The first is that demand conditions for individual industries are likely to be similar across states. For example, a rise in commodity prices that encourages mining firms to expand production and hire more workers in Queensland is also likely to increase mining production and employment in Western Australia. The second is that changes in the supply of labour in one state do not materially affect employment in other states. For example, if more people in New South Wales choose to enter the labour force, this will not have a large effect on employment in Victoria, even if it raises employment in New South Wales. The third is that participation rate responses are the same across states. If these assumptions are correct, we can use changes in industry-level employment in other states as proxies, or instruments, for changes in labour demand in the relevant state. Details of our empirical approach are in Appendix B.

Graph 4 shows our estimates of cyclical sensitivity of participation rates for each five-year age group and sex. Each bar shows the response of a group to a one per cent increase in the demand for labour, based on this identification strategy. A larger positive bar indicates that a group’s labour supply increases by more than others following an improvement in economic conditions. We find that younger workers of both sexes, 25–54-year-old females and older males are most responsive to changes in labour demand. In contrast, males aged 25–54 years are less likely to alter their labour force participation in response to changing economic conditions. The large negative estimate for 60–64-year-old women is surprising, but is imprecisely estimated and the estimate is not significant at any conventional level. As such, we do not read too much into this result. Grouping all of the age groups together, we find that a 1 per cent increase in labour demand leads to slightly more than a 0.3 percentage point increase in the aggregate participation rate (Graph 5), which is consistent with our findings in the previous section. In aggregate, the responsiveness of males and females are nearly identical.
We also explore whether the cyclical sensitivity of participation decisions has changed over time. There are a number of reasons why such a change might have occurred. For example, firms increasingly adjust to changes in demand by altering the hours worked of individual workers, rather than the number of workers they employ, perhaps due to changes in the flexibility of the Australian labour market (Bishop, Gustafsson and Plumb 2016). If fewer workers become unemployed during recessions, we might also expect fewer workers to leave the labour force, potentially reducing the cyclical responsiveness of workers’ participation rates. The large increase in female participation over recent decades and the increasing prevalence of part-time work mean that the characteristics of those who are employed, and the cyclical sensitivity of their labour force participation, may differ from three decades ago. Other factors, such as the level of debt held by a household, or declines in net wealth near retirement, also influence labour force participation decisions (Belkar, Cockerell and Edwards 2007). Long-term trends in these variables, or recent large events such as the global financial crisis, may also have changed the sensitivity of labour force participation to economic conditions. For instance, workers’ participation decisions may have become less sensitive to cyclical conditions if higher household debt means they must work in order to service their debt.

To test for evidence of changes in the responsiveness of participation rates to economic conditions, we repeat the exercise in Graph 4, splitting our sample into two periods, pre- and post-June quarter 1998. This date broadly coincides with a decline in the volatility of GDP growth in Australia and follows a period of labour market reforms in the 1980s and 1990s (Bishop et al 2016).

We find that the differences between the two samples mostly point to increased sensitivity to labour market conditions in the recent sample for all groups, other than for older workers. However, the differences are for the most part small, and not statistically significant. The increases are somewhat larger for females, although not statistically significantly different from the increase for males. We view this exercise as providing only tentative evidence that labour force participation has become more cyclically sensitive over time.

Macroeconomic Consequences of Cyclical Changes in the Participation Rate

To explore how shifts in labour force participation affect the economy’s adjustment to changes in the level of economic activity, we use MARTIN, the RBA’s macroeconometric model. Using MARTIN allows us to trace through the implications of an increase in aggregate demand first to economic activity and the labour market and then from these variables to prices and wages. The model also accounts for interactions and feedbacks between all of these variables.
We compare two scenarios. In the first scenario, an unanticipated increase in aggregate demand boosts the level of economic activity by one per cent for three years, and the labour market is assumed to respond in its usual way. We hold the cash rate and the real exchange rate fixed in this scenario, allowing us to examine the consequences of a change in aggregate demand independently of the effects of monetary policy.

An increase in aggregate demand encourages firms to hire more workers (Graph 6). Labour market outcomes are typically thought to lag the business cycle, reflecting the time it takes for firms to hire workers and adjust their work practices to accommodate a larger workforce. Consistent with this, employment responds more slowly than output to the pick-up in demand, increasing by 0.7 per cent after three years. As suggested by Graph 2, the increase in employment is met in part by a fall in the unemployment rate and in part by a cyclical rise in the participation rate. The relative responses of these two variables are broadly in line with the relationships described above.
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For the second scenario, we impose the same increase in aggregate demand, but ensure that the participation rate does not respond to the increase in demand. Once again, we hold the cash rate and the real exchange rate fixed in this scenario. Economic activity and labour demand both pick up
by roughly as much as in the first scenario. But now all of the adjustment to a higher level of employment comes through a fall in the unemployment rate (Graph 7).

The effects of the two scenarios on real variables, like output and consumption, are similar. But they have very different implications for nominal variables, like inflation. In both scenarios, the increase in aggregate demand causes a pick-up in nominal wages growth and inflation (Graph 8). But without the participation rate response, the inflationary effects are much larger. For example, in the first scenario the increase in aggregate demand raises nominal wages growth by around 0.2 percentage points after two years. In the second scenario, where the participation rate is constant, the increase in nominal wages growth is closer to 0.4 percentage points. However, the difference in real wages growth, which is ultimately what determines the increase in living standards, is relatively small between the two scenarios, because inflation also increases by more when the participation rate does not respond.

The larger response of prices and wages when the participation rate does not respond is consistent with people who are actively seeking work (and hence counted in the unemployment rate) exerting a larger dampening influence on wages growth than they would if they were outside the labour force. Because increased participation provides a larger boost to effective labour supply, the two
scenarios have different effects on wages and inflation even though employment growth is the same.\footnote{13}

The two scenarios illustrate the important role that changes in labour force participation play in helping to mitigate the economic effects of changes in aggregate demand. Without adjustments in the participation rate, economic expansions would be more inflationary. In response, the cash rate would need to be higher than otherwise, potentially limiting the size and duration of economic expansions. Although we have focussed on scenarios in which aggregate demand increases, similar mechanisms would also be at play if aggregate demand declined. In this environment, without adjustment through changes in the participation rate, the resulting downturn would be more disinflationary and lead to larger increases in involuntary unemployment. In this sense, the cyclical component of the participation rate acts as a stabiliser, limiting the inflationary effects of changes in aggregate demand.

**Conclusion**

Over the long run, changes in labour force participation are largely driven by structural factors. But in the short run, the participation rate also has a large cyclical component. When economic conditions strengthen, more people, especially young people, 25–54-year-old females and older males, enter (or delay leaving) the labour force. When economic conditions weaken, the labour
force participation of these groups declines. Changes in the participation rate are an important part of the economy’s adjustment mechanism to changes in the level of aggregate demand.

Appendix A: Estimating the Statistical Model

The model consists of equations linking the level of GDP per capita, the unemployment rate and the participation rate to their trends and the business cycle.

GDP per capita:

\[ y_t = y_t^* + c_t \]  
(A1)

Unemployment rate:

\[ u_t = u_t^* + \kappa_1 c_t + \kappa_2 c_{t-1} \]  
(A2)

Participation rate:

\[ p_t = p_t^* + \theta_1 c_t + \theta_2 c_{t-1} \]  
(A3)

where \( y_t \) is the level of GDP per capita, \( u_t \) is the unemployment rate and \( p_t \) is the labour force participation rate. The model also includes equations for the unobserved state variables: potential output, \( y_t^* \), the trend level of unemployment, \( u_t^* \), the trend participation rate, \( p_t^* \), and the business cycle, \( c_t \):

\[ y_t^* = \mu + y_{t-1}^* + \varepsilon_t^y \]  
(A4)

\[ u_t^* = u_{t-1}^* + \varepsilon_t^u \]  
(A5)

\[ p_t^* = p_{t-1}^* + \varepsilon_t^p \]  
(A6)

\[ c_t = \phi_1 c_{t-1} + \phi_2 c_{t-2} + \varepsilon_t^c \]  
(A7)

where \( \varepsilon_t^y, \varepsilon_t^u, \varepsilon_t^p \) and \( \varepsilon_t^c \) are shock processes with the variance-covariance matrix \( \Omega \):

\[
\Omega = \begin{bmatrix}
\sigma_y^2 & 0 & 0 & \sigma_y \sigma_c \rho \\
0 & \sigma_u^2 & 0 & 0 \\
0 & 0 & \sigma_p^2 & 0 \\
\sigma_y \sigma_c \rho & 0 & 0 & \sigma_c^2 \\
\end{bmatrix}
\]  
(A8)
We estimate our model over the period March quarter 1966 to March quarter 2018. We allow for a break in the parameters of $\Omega$ in 1984Q1 to account for the reduction in macroeconomic volatility since the middle of the 1980s.

We estimate the model using Bayesian methods. This allows us to combine prior information about the values of the estimated parameters from economic theory and other studies with information from the data. Intuitively, the estimation procedure searches for the combination of parameter values that best explains the observed behaviour of GDP per capita, the unemployment rate and the participation rate but penalises parameter estimates that are far from our expectations. The size of the penalty depends on the strength of our ‘priors’. If we have strong reasons to believe that a parameter falls in a particular range, the penalty for deviating from that range will be large. For other parameters, where our beliefs are not as strong, the penalty will be small. For example, economic theory and empirical evidence strongly suggests than an improvement in economic conditions will lower the unemployment rate. Therefore, our priors favour parameter estimates that imply a negative correlation between the level of the unemployment rate (relative to the NAIRU) and the business cycle.

For a given set of parameter estimates, we use a statistical technique known as the Kalman filter to generate estimates of the unobserved variables. At each observation in the sample, given an estimate of these variables and Equations (A1) – (A7), the model will produce a prediction for GDP per capita, the unemployment rate and inflation. Any differences between the predictions and the actual data will cause some revision in the estimate of the trends and the business cycle for that quarter. Using these revised estimates, the process is then repeated for the next quarter. Once we reach the end of the sample, we use the Kalman smoother to construct estimates of the trends and cycle based on the full history of the data. We construct the cyclical component of the participation rate as the actual value of the participation rate minus the estimate of its trend component. Table A1 describes the data sources and Table A2 describes the prior distributions and estimation results.

Table A1: Variable Descriptions and Data Sources

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t$</td>
<td>Real GDP per working-age person</td>
<td>ABS cat. 5206.0</td>
</tr>
<tr>
<td>$y_t^*$</td>
<td>Trend GDP per working-age person</td>
<td></td>
</tr>
<tr>
<td>$c_t$</td>
<td>Business cycle</td>
<td></td>
</tr>
<tr>
<td>$u_t$</td>
<td>Unemployment rate</td>
<td>ABS cat. 6202.0</td>
</tr>
<tr>
<td>$u_t^*$</td>
<td>Trend unemployment rate</td>
<td></td>
</tr>
<tr>
<td>$p_t$</td>
<td>Labour force participation rate</td>
<td>ABS cat. 6202.0</td>
</tr>
<tr>
<td>$p_t^*$</td>
<td>Trend labour force participation rate</td>
<td></td>
</tr>
</tbody>
</table>
Table A2: Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Posterior Mode</th>
<th>Posterior Mean</th>
<th>Distribution Mean</th>
<th>Prior Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structural Parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_1$</td>
<td>$-0.86$</td>
<td>$-0.97$</td>
<td>Normal</td>
<td>$-0.5$</td>
</tr>
<tr>
<td>$\kappa_2$</td>
<td>$-0.37$</td>
<td>$-0.40$</td>
<td>Normal</td>
<td>$-0.5$</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>$-0.26$</td>
<td>$-0.25$</td>
<td>Normal</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>$0.59$</td>
<td>$0.73$</td>
<td>Normal</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$0.39$</td>
<td>$0.39$</td>
<td>Uniform</td>
<td></td>
</tr>
<tr>
<td>$\phi_1 + \phi_2$</td>
<td>$0.99$</td>
<td>$0.98$</td>
<td>Beta</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>$-0.75$</td>
<td>$-0.74$</td>
<td>Normal</td>
<td>$-0.5$</td>
</tr>
<tr>
<td><strong>Shock Processes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{y, \text{pre} – 1984}$</td>
<td>$1.27$</td>
<td>$1.30$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\sigma_{u, \text{pre} – 1984}$</td>
<td>$0.28$</td>
<td>$0.28$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\sigma_{p, \text{pre} – 1984}$</td>
<td>$0.40$</td>
<td>$0.40$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\sigma_{c, \text{pre} – 1984}$</td>
<td>$0.16$</td>
<td>$0.19$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\rho_{\text{pre} – 1984}$</td>
<td>$0.85$</td>
<td>$0.73$</td>
<td>Beta</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$\sigma_{y, \text{post} – 1984}$</td>
<td>$0.58$</td>
<td>$0.58$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\sigma_{u, \text{post} – 1984}$</td>
<td>$0.16$</td>
<td>$0.16$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\sigma_{p, \text{post} – 1984}$</td>
<td>$0.31$</td>
<td>$0.30$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\sigma_{c, \text{post} – 1984}$</td>
<td>$0.10$</td>
<td>$0.11$</td>
<td>Gamma</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$\rho_{\text{post} – 1984}$</td>
<td>$0.42$</td>
<td>$0.36$</td>
<td>Beta</td>
<td>$0.5$</td>
</tr>
<tr>
<td><strong>Memo Item</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_1 + \theta_2$</td>
<td>$0.39$</td>
<td>$0.47$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: RBA

Appendix B: Estimating Group-level Participation Rate Cyclical Sensitivity

To estimate how participation rates respond to labour demand, we estimate the following state-level panel regression for each five-year age and sex group $g$, and aggregate participation rates by sex:

$$\Delta PR_{g,s,t} = \alpha_s + \beta \Delta emp_{s,t} + \varepsilon_t$$  \hspace{1cm} (B1)

- $\Delta PR_{g,s,t}$ is the quarterly percentage point change in the participation rate of age and sex
group $g$ in state $s$ in quarter $t$

- $\Delta \text{emp}_{s, t}$ is quarterly employment growth in state $s$ in quarter $t$
- $\alpha_s$ are state fixed effects
- $\beta$ is the coefficient of interest for each five-year age and sex group. It is the response of the group's participation rate to a 1 per cent labour demand shock.

Because employment growth and the participation rate are jointly determined by labour demand and labour supply, Equation (1) faces an endogeneity problem and so would provide a biased estimate of $\beta$. To address this issue, we need an instrument for employment growth that is correlated with labour demand shocks, but uncorrelated with labour supply shocks. We use the industry shift-share instrument from Bartik (1991) and Blanchard and Katz (1992):[14]

$$IV_{s, t} = \sum_i \text{share}_{s, i, t-1} \Delta \text{emp}_{A-s, i, t}$$ \hspace{1cm} (B2)

- $IV_{s, t}$ is the industry-share instrument in state $s$ in quarter $t$
- $\text{share}_{s, i, t-1}$ is the industry division share of employment of industry $i$ in state $s$ in the previous quarter
- $\Delta \text{emp}_{A-s, i, t}$ is aggregate employment growth in industry division $i$ for Australia excluding state $s$

The instrument predicts labour demand in a state from the lagged industry composition of the state and industry-level employment growth in all other states. This approach assumes that, at an industry level, demand conditions are likely to be similar across states. For example, a rise in commodity prices that leads to an increase in mining employment in Queensland is likely to have the same effect on mining employment in Western Australia. Because WA has a (relatively) large share of its employment in mining, the instrument predicts that overall employment growth in WA will be strong. The key identification assumption is that labour supply shocks in state $s$ do not affect industry employment growth in any of the other states.

Participation rate and employment data come from the monthly detailed labour force statistics; we use quarterly averages and seasonally adjust the data because the five-year age group data are published in original terms. Industry employment data is from the detailed quarterly labour force statistics. Our sample runs from March quarter 1985 to March quarter 2018.
We then estimate the response to labour demand for each age and sex group using two-stage least squares using $IV_{s,t}$ as an instrument for state-level employment growth, $\Delta emp_{s,t}$. Table B1 shows the estimated coefficient values and standard errors.

**Table B1: Response of the Labour Force Participation Rate to a Labour Demand Shock**

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Females</th>
<th>Males</th>
<th>Females</th>
<th>Males</th>
</tr>
</thead>
<tbody>
<tr>
<td>15–19</td>
<td>0.52***</td>
<td>1.02***</td>
<td>45–49</td>
<td>1.18***</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.23)</td>
<td></td>
<td>(0.36)</td>
</tr>
<tr>
<td>20–24</td>
<td>0.74***</td>
<td>0.63***</td>
<td>50–54</td>
<td>0.49**</td>
</tr>
<tr>
<td></td>
<td>(0.25)</td>
<td>(0.20)</td>
<td></td>
<td>(0.23)</td>
</tr>
<tr>
<td>25–29</td>
<td>0.46**</td>
<td>0.22*</td>
<td>55–59</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.12)</td>
<td></td>
<td>(0.38)</td>
</tr>
<tr>
<td>30–34</td>
<td>0.78***</td>
<td>0.10</td>
<td>60–64</td>
<td>−0.97</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.13)</td>
<td></td>
<td>(0.66)</td>
</tr>
<tr>
<td>35–39</td>
<td>0.68***</td>
<td>−0.48*</td>
<td>65+</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td>(0.27)</td>
<td></td>
<td>(0.06)</td>
</tr>
<tr>
<td>40–44</td>
<td>0.65***</td>
<td>−0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.19)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

***, ** and * denote statistical significance at the 1 per cent, 5 per cent and 10 per cent levels.

Sources: RBA

**Footnotes**

[*] The authors are from Economic Analysis Department


[2] We plot the change in the employment-to-population ratio rather than employment growth to abstract from the part of employment growth that comes mechanically from increases in the size of the population. Plotting these relationships in quarterly changes produces a similar pattern.

[3] If this were not the case, the increase in the participation rate over the past 40 years would have been associated with a rise in the non-accelerating inflation rate of unemployment (NAIRU). The evidence presented in Cusbert (2017), however, suggests that the NAIRU has fallen over this time.
The relationship between changes in the employment-to-population ratio and changes in the unemployment rate is almost one-for-one. However, because the denominator of the employment-to-population ratio (the working-age population) is larger than the denominator of the unemployment rate (the labour force), a 1 percentage point fall in the unemployment rate is too small to fully account for a 1 percentage point increase in the employment-to-population ratio.

The model's estimates of the NAIRU are broadly similar to those described in Cusbert (2017). The estimates of potential output growth imply a business that accords with standard accounts of Australia's economic performance over recent decades, with large recessions in the early 1980s and early 1990s.

There are two main sources of uncertainty around the estimates. The first is uncertainty about the relationship between the participation rate and the economic cycle, which may be stronger or weaker than the central estimates imply. The second is uncertainty about the economic cycle, which may be closer to or further away from its trend than the central estimates imply.

A table of coefficient estimates and standard errors can be found in Appendix B.

These results are consistent with the extensive overseas literature on the cyclical sensitivity of labour force participation by age and sex, including Rones (1983), Leppel and Heller Clain (1995) and (Benati 2001). Earlier Australian studies by Debelle and Vickery (1998) and O'Brien (2011) reached similar conclusions.

Using an earlier sample, Lenten (2000) also finds that participation rates have become more cyclical over time.

Other cyclical labour market relationships, for example, the relationship between output growth and the unemployment rate also appear to have been stable over time (see Lancaster and Tulip (2015)).

See Cusbert and Kendall (2018) for a description of MARTIN.

We simulate the increase in aggregate demand through an unanticipated increase in government expenditure. The implications for the labour market, wages and inflation are similar if the increase in aggregate demand comes via an increase in household consumption.
This is a key assumption in MARTIN. It is supported by empirical evidence that the movements in the unemployment rate better describe wages growth than changes in employment.

We exclude the ACT, as it is missing industry employment data in some periods for some industries.
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